Solution problem 2.25 W&J

(a) Suppose ry = py, ra = po is received. The decision rule is:
(p1, p2) =@ mo & Plmo|r1=p1, r2 = p2) 2 P(ma|r1 = p1, 2 = pa)
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& prora(p1y p2mo) P(mg) 2 pry o (p1, p2 | ma)P(my)

But
Priva(p1y p2lmo) = Py na(p1 = S0, p2 — s0 | mo)
= pm(pl = 30)?}112(92 = 3(1)
since 1y = 8p + ny, re = 8o + ne when mp is the message (i.e. 8o is

transmitted) and {mg}, n1, ng are all independent. Similarly we have:
Prirg (p1, P“2|??11) = Pn, (1 — ql)pﬂg P2 —S1)

The decision rule becomes:

(p1, p2) = mg 4 Py (P1 = 80)Pna (P2 — S0) P(mo) = pny (p1 — 81)Png (p2 — s1)P(my)

o= (pr1=50)*/(207) o=(p2—s0)"/(20]) e—(m=81)?/(207) o—(p2—81)*/(20])
P(mg) = P(my)
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where we have used so = VE, s, = —VE. The decision regions are shown
in figure 1. Calculating the probability of error on the decision regions
of figure 1 would require integration of a bivariate joint Gaussian density
function. Instead we see that the receiver can be simplified by implementing
it as shown in figure 2 where the decision is based on the random variable
z & ‘-’J-# +- -;;% The decision based on z = « is as follows:
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and the decision regions on 2z are shown in figure 3. Since 7y, rg are Gaussian
and independent when conditioned on mg or my, then z is Gaussian:
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Figure 2:

Its mean z and variance a2 are respectively given by:
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E[_‘:,?"'"'] + _E{‘EM"] ==VE | =yE if my is the message
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J—?‘V&?‘[’-"ll + E)rVa'.r-[rg] for both messages mq and m;

B % -+ Lg for both messages mg and m;
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P(&) = P(& | mo) P(mo) + P(& | m1) P(m1) (1)
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The probability of error given the message my, is shown as the shaded area
in figure 4. It is given by: ;

m 1/e? +1/02) —a
where we recall a = ﬁf- In (P, :::I‘I ) Similarly we would find
-VE(1/a? +1/0}
P(& | my) =Q(a+ V’F(I.ia] b l/o")) 3)

since B[z] = —VE(1/0? + 1/03) when the message is m. Finally P(&) is
obtained by replacing equations (2) and (3) in equation (1).

If 0% = o3, P(mg) = P(my) then the optimum decision rule in terms of
z = 7 simplifies to:
a P+
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It follows that:

P(&|mo) = Q(\/2B/0?) = Q(\/leﬂ) = P(&)




If detection was based on r; only then we would have P(&£) = @ AU,CF ;

As can be seen on the graph next page, there’s a gain of about 3 dB on
the signal-to-noise ratio when the decision is based on both r; and ry (red
curve) over the decision based on ry only (blue curve).
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